Freshness and quality assessment of parsley using image processing and artificial intelligence techniques
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Abstract: Fruits and vegetables are important components of healthy diet. Vegetable freshness is important for both the postharvest industry and consumer appeal. This study focused on freshness detection of parsley using combined image processing and artificial intelligence techniques. A dataset of color and texture features computed from parsley images. Linear discriminant analysis (LDA) and principal component analysis (PCA) methods were used for feature reduction. Multilayer perceptron (MLP) neural networks, support vector machine (SVM) and decision trees (DTs) classifiers were used for classification. Results showed that MLP with LDA feature selection methods had higher performance and the overall accuracy, root mean square error (RMSE), mean square error (MAE) of MLP classifier (using LDA feature selection) were 97.22%, 0.17, and 0.03, respectively. This approach provided a rapid and nondestructive detection of parsley freshness without using chemical or colorimetric analysis. The results demonstrated that suggested approach could be employed satisfactorily for inspection, classification and automation of vegetables postharvest operations.
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1 Introduction

Population growth and social concerns about healthy foods require guarantees of optimal quality of agricultural products (Blasco et al., 2017). Vegetables are an important source of food and nutrition to human (Yahia et al., 2019; Qiu et al., 2017). Consumption of less than 200 g of vegetables per person per day in a country, indicate poverty and poor medical services (Keatinge et al., 2011). Therefore, mechanization of vegetables postharvest operations is a necessary step for perfuming the objects of food security. Recently, automatic systems based on machine vision dramatically used in agriculture. Machine vision system has been demonstrated to be a powerful and standardized tool in quality monitoring and grading of different agricultural products (Bhargava and Bansal, 2018: Zhang et al., 2014; Arjenaki et al., 2013). Machine vision could measure the most important attributes such as color, texture, shape, size and volume, which can be utilized for grading of biological products or defect
inspection (Cuero et al., 2011; Costa et al., 2011).

The measurement of color has been frequently used as an alternative to distractive and time-consuming methods in a wide range of food industries. In recent years, researchers attempt to propose the automatic calibration methods to measure the color information without using any Colorimetric and spectrophotometry techniques as a reference for measurements (Minz et al., 2018; Cuero et al., 2018). Freshness is the key parameter of vegetables in the market. The quality of leafy vegetables has to be guaranteed for consumers for the whole postharvest period, usually limited to 5–7 days (Ferrante and Maggiore, 2007). The microbiological parameters and some important chemical characteristics (such as chlorophylls, ascorbic acid and total phenolic contents, and antioxidiant activity) have been used to examine the effects of treatments to extend the shelf life of vegetables (Karaca and Velioglu, 2014; Ouzounidou et al., 2013). In addition, based on the standards of United States department of agriculture (USDA), the best quality of parsley is associated with good green color (USDA, 2007). Saba et al. (2018) reported that the sensory properties of vegetables were confirmed as the most important indicators of freshness and quality according to the consumers' opinions. Change of color is due to degradation of the leaf pigments or browning. These physiological processes occur when cell membranes lose their integrity and release enzymes (Ferrante and Maggiore, 2007).

Therefore, freshness of postharvest vegetables could be detected with the determination of plant leaves color based on machine vision and artificial intelligence (Huang et al., 2019). Wongpatkaseree et al. (2018) used different machine learning methods for assessing freshness of hydroponic produced lettuce and reported that the fresh and withered lettuce could be precisely classified by using image processing techniques and decision tree algorithms. Manninen et al. (2015) examined the color change of green vegetables such as lettuce, cucumber and basil during heat treatments and reported that the determining of fractional coefficient of b component in Lab color space is a good key to color measurement. Another study showed that the luminance measurement could perfumed perception of vegetable freshness (Arce-Lopera et al., 2015). In addition, hyperspectral imaging is a nondestructive and powerful method in agricultural products quality measurement, which provide the wide spectral range images to detection of decay and fresh vegetables (Simko et al., 2015; Zhu et al., 2019).

Evaluating fresh herbs quality is an essential task to postharvest industry in order to meet consumer’s demands. In this study, the freshly harvested parsley, as one of common and important types of vegetables, were selected as a case study. It which has similar attribute to other green leafy herbs. The objective of this study was to develop a computer vision-based method for automatic evaluation of vegetables freshness with the intention of automation of herbs preparing process.

2 Material and methods

2.1 Samples preparation

For detecting parsley freshness, the flat-leaf parsley (Petroselinum crispum var. neapolitanum) samples were bought from a local farmer market around Karaj city in Alborz province, Iran. The samples packaged and stored in a refrigerator at 5°C. Measurements were conducted each day and lasted for 12 days. Prior to each experiment, the plants were taken out of the refrigerator and allowed to rest at room temperature for 10 min. In total, 20 images of samples in each day were acquired. An experimental imaging system was fabricated by Mohi-Alden et al. (2019). The system was fabricated from a wooden cube with dimensions of 500x400x500mm. A digital camera takes images of the parsley samples and the computer saved and processed the images (Figure 1).

In order to automatic detection of freshness, image processing techniques are used for the extraction of color and texture features and finally artificial intelligence methods are used for classification. For classification, sensory panel test results were used as a reference to categorize the parsleys based on storage time. Parsleys are
categorized as grade A (proper for fresh consumption and processing), grade B (proper for processing) and grade C (waste) (Figure 2).

![Figure 1 Schematic of the set-up test framework](image1)

![Figure 2 Parsley grades](image2)

### 2.2 Image processing procedure

For image acquisition, a CCD color camera (mod. ace1300-200uc, Basler, Germany) was used. All steps of detection methodology are carried out using python programming platform. The algorithm run in a laptop having a core i7 CPU, 2 GHz, and 8 GB memory. The samples were placed in front of the camera and computer takes the images. Images cropping, resizing as preprocessing step perfumed for reduce the complexity of the algorithm and decreasing processing time.

In this study, different color spaces were analyzed to find the most appropriate color component for automatic images segmentation (Wu and Sun, 2013). Results showed that blue component (B) in RGB color space had better performance. Automatic Otsu's histogram thresholding method is performed on B-component for segmenting (Otsu, 1979). This approach can transform grey images effectively into black and white images (Figure 3c). Finally, image background separated from object (Figure 3d) and statically analysis of color is performed for feature extraction.
Feature extraction

In this study, various features including color and texture are extracted from the images of parsley samples. So, 4 statistical parameters were extracted from each color components in RGB color space include mean \(m\) – Equation 1, standard deviation \(sd\) – Equation 2, kurtosis \(k\) – Equation 3, and skewness \(s\) – Equation 4, respectively (Donis-González, et al., 2013; Sabzi et al., 2018).

\[
\begin{align*}
  m &= \frac{1}{n} \sum_{i=1}^{n} x_i \\
  sd &= \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2} \\
  k &= \frac{1}{n^2} \sum_{i=1}^{n} (x_i - \bar{x})^4 \quad \text{Equation 3} \\
  s &= \frac{1}{n^2} \sum_{i=1}^{n} (x_i - \bar{x})^3 \quad \text{Equation 4}
\end{align*}
\]

Where \(x_i\) is the gray level of each pixel in the image and \(n\) is the number of pixels. Hence, four color features were obtained from each color component and totally 12 color features were computed. For texture analysis grey level co-occurrence matrix (GLCM) performed as a statistical method introduced by Haralick et al. (1973). In the GLCM the image texture studies are based on the statistics of pixel intensity distributions and considering the spatial relationship of pixels. Here, 4 important features extracted from the co-occurrence matrix were contrast, energy, homogeneity, and correlation (Table 1) (Grassi et al., 2018). These parameters were obtained in zero and 45 orientation degrees and one-pixel distance of GLCM structure. Therefore, eight texture features were obtained from each color component. In total, 24 texture features were computed.

**Table 1 Statistical features and their formula obtained from GLCM**

<table>
<thead>
<tr>
<th>Statistical features</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contrast</td>
<td>(\sum_{i,j}</td>
</tr>
<tr>
<td>Energy</td>
<td>(\sum_{i,j} (p(i,j))^2)</td>
</tr>
<tr>
<td>Homogeneity</td>
<td>(\sum_{i,j} \frac{p(i,j)}{1 +</td>
</tr>
<tr>
<td>Correlation</td>
<td>(\sum_{i,j} \frac{(i-\mu)(j-\mu)p(i,j)}{\sigma_i \sigma_j})</td>
</tr>
</tbody>
</table>

Note: Element \(i,j\) of the GLCM matrix define as the number of times which two samples of intensities \(i\) and \(j\) occur in specified Spatial relationship.

Feature selection

Principal component analysis (PCA) and linear discriminant analysis (LDA) used for reduction of data dimension. The mentioned methods compute new
variables, so they widely used for reducing data dimension and clustering purposes (Kim et al., 2007; Gu et al., 2011; Cao et al., 2003). Therefore, a fewer variable could be used instead of many original variables with these dimension reduction methods. In this study, LDA with two components and PCA with five principal components were used.

2.5 Classification

Multilayer perceptron (MLP) neural networks used for classification. The nets input layer feed by the extracted original features and selected features. MLP structure contained one hidden layer with 12 neurons. All of the neurons used a sigmoid function. The network was trained using stochastic gradient descent algorithms with a learning rate of 0.3 and a momentum of 0.2. In addition, for comparing MLP performance with the other powerful and popular classifiers, namely support vector machine (SVM) and decision trees (DTs) (Table 2).

Table 2 SVM and DT Classifiers structure used in the research

<table>
<thead>
<tr>
<th>SVM</th>
<th>DTs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation method = one-vs-one algorithm</td>
<td>Implementation method = CART</td>
</tr>
<tr>
<td>Kernel = polynomial</td>
<td>Tree depth=20</td>
</tr>
<tr>
<td>Regularization parameter = 1</td>
<td></td>
</tr>
</tbody>
</table>

The confusion matrixes indicated a classifiers performance (Omid, 2011). Some important parameters, which extracted from confusion matrixes, were precision (PR) (Equation 6), Sensitivity (SE) (Equation 7), Specificity (SP) (Equation 8), the area under ROC curve (AUC) (Equation 9) and overall accuracy (Equation 10) (Hosseinpour-Zarnaq et al., 2022):

\[
C.M. = \begin{bmatrix}
TP & FN \\
FP & TN
\end{bmatrix}
\]

\[
PR(%) = \frac{TP}{TP + FP} * 100
\]  

(5)  

(6)

Where \( TP \), \( FP \), \( TN \), and \( FN \) are the number of true positives, false positives, true negatives, and false negatives, respectively. MLP Performance were further investigated based on mean square error (MSE).

3 Results and discussions

Vegetables sensory attributes are related to consumer perception of freshness. Visual features including color and texture can provide useful information for automatic detection of freshness. In this study, the color and texture features are computed from parsley sample images. After implementing LDA method, two of the best features were selected as inputs to the MLP classifier. In addition, the effect of using PCA as feature selection methods for intelligent model input were investigated. Results showed that the performance of the MLP classifier with reduced features by LDA was better than PCA (Figure 4).
In order to evaluate the performance of the classifier, the confusion matrix was computed (Figure 5). The performance parameters are presented in Tables 3-4. The confusion matrices show the distribution of predictions for each grade. Comparing the results showed that using LDA for feature selection increased the performance of classification, model interpretability, and computational cost. The overall accuracy of the optimum MLP with LDA was 97.22% (Table 4.). The average per class of AUC was 98.1%. RMSE error of the MLP-LDA and MLP-PCA methods were 0.17 and 0.35 respectively.

Grade A were correctly classified with sensitivity of 100% (Table 3). As shown in Table 3, the performance parameters of MLP-LDA including sensitivity, specificity and AUC for predicting grade A were 94.7%, 100%, 98.1%, and 99.1%, respectively.

The proposed algorithm could detect all grade A samples correctly (SE=100%). Suggested approach only misclassified about four percent of grade B samples like that waste and about four percent of grade B class as grade A. The misclassified images were distributed near the main diagonal of the confusion matrix, which means that they were predicted close to the correct classes.

| Table 3 Performance measurements of MLP with and without LDA feature selection |
|-----------------------------------------------|-----------------|-----------------|
| class | MLP with all features | MLP with selected features |
| PR (%) | 88.9 | 94.7 |
| SE (%) | 88.9 | 100 |
| SP (%) | 96.3 | 98.1 |
| AUC (%) | 92.6 | 99.1 |

| Table 4 Overall performances of MLP classifiers for freshness classification |
|-----------------------------------------------|-----------------|-----------------|
|                | MLP | MLP-LDA |
| Average PR (%) | 91.6 | 97.1 |
| Average SE (%) | 91.4 | 97.5 |
| Average SP (%) | 95.8 | 98.6 |
| Average AUC (%) | 93.6 | 98.1 |
| MSE error | 0.12 | 0.03 |
| Overall Accuracy (%) | 91.66 | 97.22 |
Grade A had no misclassified images, which confused with grades B and C. Only about 7% of grade B samples were classified as grades A and grade C. In this research, fresh parsleys could be detected precisely. Detection of grade A (completely fresh vegetable) is very important according to the consumer’s opinions. The performance of MLP classifier compared to SVM and DTs methods is shown in Figure 6. It can be conducted from Figure 6 that the overall performance of the MLP classifier was higher as compared to other classifiers (SVM and DTs) with and without feature selection methods.

Dinnella et al. (2014) studied the relationships between sensory properties (appearance, odor, taste and texture) and perception of freshness for ready-to-eat mixed salads leaves. They found that the perception of freshness was positively linked to appearance attributes such as green color. Wongpatikaseree et al. (2018) evaluated the performance of image processing and machine learning technologies for distinguishing between fresh and withered lettuce. The results showed that the accuracies of MLP and deep neural network classifiers were 90% and 93.65%, respectively. Huang et al. (2019) evaluated quality of postharvest spinaches based on machine vision and electronic nose. Machine vision with MLP classifier achieved a classification accuracy of 85.42% and MLP model based on data fusion of machine vision and electronic nose features improved the freshness detection accuracy to 93.75%. Zhu et al. (2019) used hyperspectral imaging for freshness detection of spinach leaves during storage and they reported that both Vis-NIR and NIR imaging could satisfactorily predict the storage date with accuracies above 92%. Qiu et al. (2017) studied the freshness of postharvest leafy vegetables using chlorophyll fluorescence (ChlF) measurement. ChlF parameters classified spinach and cabbage with an average correct rate of 89.5% and 76.75%, respectively. For real time applications, the machine vision-based systems could precisely detect the quality of vegetables.

![Figure 6 Comparison of the MLP, SVM and DTs accuracy with different feature selection methods for freshness detection](image)

Therefore, it can be concluded that the proposed method could detect the freshness of herbs with very high accuracy and this provides confidence that the machine vision equipped systems can be efficiently employed for automation of vegetables grading and packaging operations.
4 Conclusions

In this work, an intelligent model based on image processing techniques and artificial neural networks developed for freshness evaluating of parsleys. The proposed method distinguished fresh samples under different storage days. In this research, several color and texture features were extracted from preprocessed images. To improve the learning efficiency of the classifier, original features dimension was reduced with the LDA methods. It gave a satisfactory performance in freshness detection of parsleys using suggested methods. The accuracy of MLP classifier with original features was 91.66%, whereas the accuracy of MLP with LDA feature selection was 97.22%. These results indicated the feasibility of the proposed method for freshness determination of leafy vegetables.
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